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Liliana López-Kleine Universidad Nacional de Colombia

Rosangela H. Loschi Universidade Federal de Minas Gerais, Brazil

Manuel Mendoza Instituto Tecnológico Autónomo de Mexico

Orietta Nicolis Universidad Andrés Bello, Chile

Ana B. Nieto Universidad de Salamanca, Spain

Teresa Oliveira Universidade Aberta, Portuga
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Fernando Quintana Pontificia Universidad Católica de Chile
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A new one-parameter unit-Lindley distribution 53



Chilean Journal of Statistics
Vol. 11, No. 1, April 2020, 41–51

Multivariate statistical inference
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Abstract

Many laboratory experiments in the fields of biological sciences usually involve two main
groups say the healthy and infected subjects. In one of these kind of experiments, each
specimen from each group can be divided in two portions; one portion is stimulated
while the other remains unstimulated. Consequently resulting into two main groups
with paired measurements that are correlated. For all the groups, p genes are measured
for expression. The stimulation in this case can be done by introducing a known infec-
tion causing micro-organism like the group A streptococcus which is usually associated
with the acute rheumatic fever. An important question in such experiment would be to
statistically test for the di↵erences in the di↵erences in means for the healthy and the in-
fected groups. That is, the di↵erence in the means of the healthy group (stimulated and
unstimulated) is tested against the di↵erence in the means of the infected (stimulated
and unstimulated) group. In this paper, a likelihood ratio test statistic is developed for
such kind of problems. The developed statistics and the Hotelling T

2 statistic are both
applied to the data are simulated from real biological situations and their performances
are compared. The simulated data exhibit the correlation structure similar to that of
real biological data obtained from experiments involving the milliplex analyst biomarker
data sets. The results indicate that the proposed test statistic give the same conclusions
for the hypotheses tested as those of the Hotelling T

2 test. However, the proposed test
is intuitively more appealing since it takes care of the correlations between the pairs in
the data. The simulation study confirms that the test statistics follow a chi-square dis-
tribution. This research contributes a theoretical analysis of paired correlated samples
motivated by a practical problem for which the existing statistical methods in use have
seldomly taken into account the correlation structure of the data.

Keywords: Correlated pairs· Likelihood ratio test · Multivariate samples

Mathematics Subject Classification: Primary62H15 · Secondary 62J15.

1. Introduction

Consider an experiment involving two groups of subjects namely the healthy (H) and
the infected (I) donors. Each group is further divided into two sub-groups whereby one
subgroup is stimulated using some infection causing organism for example group A strepto-
coccus (GAS) which causes the acute rheumatic fever (ARF). The other subgroup remains
unstimulated. As a result, we end up with paired samples for the H and also another paired
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samples for the I, resulting into two groups with paired measurements that are correlated.
The samples from all these groups are then sequenced to measure the expression levels for
the p genes under consideration. The genes whose expression levels are measured are the
same for all the paired groups. It is expected that the GAS stimulation of H and I subjects
can help in understanding how the GAS a↵ects the H and I subjects thereby possibly able
to identify the biomarkers associated with the ARF. The e↵ect of GAS stimulation/un-
stimulation can lead to changes in the genes with regards to up or down regulations or
no change. Assuming that the sample sizes for H and I subjects are m and k respectively
and that p genes are considered in the experiment. It is easy to see that the m paired
measurements for the H are correlated and at the same time the k paired measurements
for the I are correlated while H and I groups are independent. Furthermore, since the genes
usually act in a group, the p genes are expected to be correlated.
The main goal therefore is to develop a statistical framework for testing the changes in

expression levels in the di↵erent sets of genes between the two main groups which have
the properties of independence between them but paired correlation within the subjects.
The observations are independent and identically distribute (IID). We use the well known
likelihood ratio theory to formally derive a new test for formally testing for the di↵erence
in the di↵erences of the mean expression levels for the healthy and infected subjects.
The remainder of this paper is organized as follows, Section 2 gives a brief review of

the likelihood ratio testing. The proposed likelihood ratio test statistic for multivariate
paired, correlated samples is presented in Section 3 while the simulation study is given in
4. Finally, the summary and conclusions are given in Section 5.

2. The likelihood ratio test

The theory of the likelihood ratio test (LRT) is well understood and has been utilized
extensively in the field of statistical inference. Most standard multivariate statistics books
like for example Anderson (2003), Seber (2004), Mardia et al. (1980), Johnson and Wichern
(2007) to mention but a few, contain comprehensive treatment of this subject matter.
To review, the LRT, we start by letting ✓ be the parameter vector for the likelihood

function L(✓) with observations x1, . . . ,xn with a density function given by f(x;✓). If
the parameter space is given by ⇥ and suppose that we want to test the null hypothesis
Ho : ✓ 2 ⇥0 where ⇥0 is a subset of ⇥. The parameter space ✓ is unconstrained while ✓0
is constrained. The LRT statistic is given by

⇤ =
max✓2⇥o

L(✓)

max✓2⇥L(✓)
.

The null hypothesis Ho is rejected when ⇤ < C, where C is a critical value depending
on the type-I error. The LRT has good power properties asymptotically and usually is
as good or better than many other test statistics Seber (2004). The LRT statistic under
general conditions and with large samples are approximately �

2
(d) distributed where d is

the degree of freedom which in general is given by the total number of variables under
consideration. The LRT is given by

�2Log⇤ = max✓2⇥0
{�2Log L(✓)}�max✓2⇥{�2Log L(✓)}.

Some common problems that have been tackled in the said standard multivariate statistics
analysis setting with regards to the LRT include the following.

• Suppose we have N observations on X that is multivariate normally distributed accord-
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ing to N (µ,⌃), a test statistic is derived to test for the hypothesis H0 : µ = µ0 when ⌃
is unknown. The obvious MLE for ⌃ in this case is the sample covariance. The resultant
test statistics is the T

2 statistics which follows the T
2 Hotelling distribution. This test

can be used for testing the hypothesis about the mean vector µ of the population and
obtaining the confidence region for the unknown vector µ see (Anderson, 2003; Seber,
2004; Mardia et al., 1980; Johnson and Wichern, 2007).

• The two sample problem with unequal covariance matrices has also been addressed. In

this case, let
n
y(i)
j

o
, j = 1, . . . , N be samples from N (µ(i)

,⌃i), i = 1, 2 a test statistic

for testingH0 : µ(1) = µ(2) is developed. The distribution for the respective sample mean
vectors is given by E(ȳ(1) � ȳ(2)) = µ(1) � µ(2) while the covariance for the di↵erence
Cov(ȳ(1) � ȳ(2)) = ⌃1/N1 +⌃2/N2. It is shown that when N1 6= N2 and assuming that
N1 < N2 then a suitable test would be a T

2 test with [N1 � 1) degrees of freedom; see
(Anderson, 2003).

• When ⌃1 and ⌃2 are assumed to be equal and unknown, then a pooled sample covariance
is used as an estimate. The test statistic is found to be the usual T 2 which follows the
T
2 distribution; see (Anderson, 2003; Seber, 2004).

• The topic of paired comparisons is also treated especially in Johnson and Wichern (2007)
in which for the paired samples, the di↵erence between them is calculated. The T

2 test
is then applied to the di↵erences.

• Most of the likelihood problems tackled only compare two mean vectors and the resultant
statistic is the T

2 with a certain degree of freedom depending on the problem set-up.

In other related type of studies, Varuzza and Pereira (2010) developed an exact significance
test for comparing digital expression profiles which took in to the asymptotic properties
unlike the �

2 test. Furthermore Lim et al. (2010) developed LRT to compare multiple
multivariate normally correlated samples.

3. Proposed LRT statistic

Following the illustration in Section 1, for the healthy subjects, suppose that each gene has
m paired measurements [(hu1, hs1), (hu2, hs2), . . . , (hum, hsm)] where h symbolizes one of
the groups, say healthy while the subscripts u and s stand for unstimulated and stimulated
respectively. Therefore first measurement is for the expression level for the unstimulated
specimen, while the second one is for a stimulated one for the same subject. In a similar
manner let a represent the second group, say the infected subjects. Assume that each of
the p genes has k paired measurements [(au1, as1), (au2, as2), . . . , (auk, ask)] for the unstim-
ulated and stimulated specimens in each pair respectively.
The m measurements from healthy subjects are assumed to be IID from a multi-

variate normal distribution
⇣

hu

hs

⌘
⇠ N2p [(

µu
µs ) ,⌃] and the k measurements from the

infected subjects are also assumed to be IID from a multivariate normal distribution
( au
as

) ⇠ N2p [(
⌫u
⌫s

) ,⌃]. Here, µu and µs represent the mean vectors for unstimulated and
stimulated healthy subjects respectively. On the other hand, ⌫u and ⌫s denote mean vectors
for unstimulated and stimulated infected subjects respectively while ⌃ is the covariance
matrix which is assumed to be the same for the two groups of healthy and infected.
The hypotheses to be tested are:

H0 : (µu � µs) = (⌫u � ⌫s) versus Ha : (µu � µs) 6= (⌫u � ⌫s).
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Case 1: Assuming the covariance matrix ⌃ is known For m healthy subjects denote a

2p⇥ 1 vector of parameters µ = ( µu
µs ) for the random vector h =

⇣
hu

hs

⌘
where the first p

elements represent the elements of hu while the remaining p represents the hs. Similarly
for the k infected subjects we have the vector of parameters ⌫ = ( ⌫u

⌫s
) and is associated

with random variables a = ( au
as

) and ⌫ is of 2p⇥ 1 dimension.
The joint probability density function is given as

f(h,a) = (2⇡)�p|⌃|�1exp
⇣
� 1

2

⇥
(h� µ)0⌃�1(h� µ) + (a� ⌫)0⌃�1(a� ⌫)

⇤⌘
.

A reduced �2log of the likelihood function in terms of su�cient statistics is given by

�2Log L(µ,⌫) = B +m(h̄� µ)0⌃�1(h̄� µ) + k(ā� ⌫)0⌃�1(ā� ⌫), (1)

where B is a constant that does not contain the parameters under consideration and
vanishes during the optimization.
The MLEs under Ho are obtained by considering the parameter space given by ⇥ =

{µ,⌫ : �1 < �1 < µ,⌫ < 1} and then optimizing the constrained log-likelihood
function using the Lagrangian S(⇥,�) = �2LogL(µ,⌫) + �0(µu � µs � ⌫u + ⌫s). The
constraint �0(µu�µs�⌫u+⌫s) is conveniently expressed in a matrix form as A(µ�⌫) = 0
where A = (I,�I) and I is a p⇥ p identity matrix. The constraint added to Equation (1)
is of the form 2(µ � ⌫)0A0� = 2[�0

A(µ � ⌫)]0. The partial derivatives of the constrained
function with respect to each unknown parameter are given as

@S(⇥,�)

@µ
= �2m⌃�1(h̄� µ) + 2A0�, (2)

@S(⇥,�)

@⌫
= �2k⌃�1(ā� ⌫)� 2A0�, (3)

@S(⇥,�)

@�
= 2A(µ� ⌫). (4)

Now, equating (2), (3) and (4) to zero and simplifying, we get

⌃�1(h̄� µ)� 1

m
A

0� = 0, (5)

⌃�1(ā� ⌫) +
1

k
A

0� = 0, (6)

A(µ� ⌫) = 0.
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Subtracting Equation (5) from (6) and with some algebraic manipulations results in

⌃�1(ā� ⌫ � h̄+ µ) +
h 1

m
+

1

k

i
A

0� = 0

(ā� ⌫ � h̄+ µ) = �
h 1

m
+

1

k

i
⌃A0�

A(µ� ⌫) +A(ā� h̄) = �
h
m+ k

mk

i
A⌃A0�

A(h̄� ā) =
h
m+ k

mk

i
A⌃A0�

� =
h

mk

m+ k

i
(A⌃A0)�1

A(h̄� ā)

� =
h

mk

m+ k

i
(A⌃A0)�1� (7)

where � = Ah̄�Aā. From Equations (5) and (6), we get

µ̂0 = h̄� 1

m
⌃A0� (8)

⌫̂0 = ā+
1

k
⌃A0� (9)

The MLEs under the alternative hypothesis Ha are obtained by maximizing the uncon-
strained likelihood function are given by; µ̂ = h̄ and ⌫̂ = ā.
Now, let ✓ be the parameter vector for the likelihood function L(✓) with observations

from the paired samples of healthy and infected subjects. Consider the parameter space
given by ⇥; we wish to test the null hypothesis Ho : ✓ 2 ⇥ versus the alternative Ha : ✓ /2
⇥.
Substituting the MLEs under H0 (Equations (8) and (9)) into the log likelihood function

given by Equation (1) we get

sup✓2⇥o
{�2Log L(✓)}

= B +m

✓
1

m
⌃A0�

◆0
⌃�1

✓
1

m
⌃A0�

◆
+ k

✓
1

k
⌃A0�

◆0
⌃�1

✓
1

k
⌃A0�

◆

= B +
1

m

�
�0
A⌃

�
⌃�1

�
⌃A0�

�
+

1

k

�
�0
A⌃

�
⌃�1

�
⌃A0�

�

= B +
1

m

�
�0
A⌃A0�

�
+

1

k

�
�0
A⌃A0�

�

= B +
[k +m]

mk

�
�0
A⌃A0�

�
. (10)

We now substitute for the expression of � from (7) into Equation (10) to get

sup✓2⇥o
{�2Log L(✓)} =

B +
[k +m]

mk

✓
mk

[m+ k]
(A⌃A0)�1�

◆0
(A⌃A0)�1

✓
mk

[m+ k]
(A⌃A0)�1�

◆

= B +
mk

[m+ k]
�0(A⌃A0)�1�.
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Under the unconstrained hypothesis sup✓2⇥{�2Log L(✓)} = B. The log LRT is therefore
given as

2Log⇤ = sup✓2⇥o
{�2Log L(✓)}� sup✓2⇥{�2Log L(✓)}

=
mk

[m+ k]
�0(A⌃A0)�1� (11)

The distribution of � = Ah̄ � Aā is � ⇠ N

⇣
(A(µ� ⌫), (k+m)

mk (A⌃A0)�1
⌘
. If H0 is true

then A(µ � ⌫) = 0 so that � ⇠ N

⇣
0, (k+m)

mk (A⌃A0)�1
⌘
. It is well known that given

that X ⇠ Np(0, V ) then V
� 1

2 ⇠ N(0, I) implying that (V � 1
2X)T (V � 1

2X) ⇠ �
2
(p) and so

X
T
V

�1
X ⇠ �

2
(p), thus

�2Log⇤ =
mk

(m+ k)
�0(A⌃A0)�1� ⇠ �

2
(p). ⌅

Case 2: Assuming the covariance matrix ⌃ is unknown We estimate the covariance
matrix by first rewriting the -2log likelihood as

l = mplog(2⇡) +mlog|⌃|+ tr⌃�1Sh + tr⌃�1(h̄� µ)(h̄� µ)0

+kplog(2⇡) + klog|⌃|+ tr⌃�1Sa + tr⌃�1(ā� ⌫)(ā� ⌫)0,
(12)

where Sh =
Pm

i=1(hi� h̄)(hi� h̄)0 and Sa =
Pk

j=1(aj� ā)(aj� ā)0. We obtain the partial

derivative of l (12) with respect to ⌃�1, then equate the result to zero. The estimator for
the variance-covariance matrix is then obtained as

⌃̂ =
1

[m+ k]

⇥
Sh + Sa +m(h̄� µ̂)(h̄� µ̂)0 + k(ā� ⌫̂)(ā� ⌫̂)0

⇤
.

By substituting the plug-in estimators for µ̂ and ⌫̂ which are h̄ and ā respectively, we get
the plug-in estimator for the covariance matrix as

⌃̂ =
1

[m+ k]
[Sh + Sa] .

The estimator ⌃̂ is then plugged-in into the LRT statistic given in Equation (11) which
has �2

(p) distribution to get

�2Log⇤ =
mk

[m+ k]
�0(A⌃̂A0)�1�. (13)

Proposition Denote Equation (11) by ⇤1 = mk
[m+k]�

0(A⌃A0)�1� and (13) by

⇤2 = mk
[m+k]�

0(A⌃̂A0)�1� and noting that ⌃̂ is a consistent estimator of ⌃.

Since ⇤1
d⇠ �

2
(p) then ⇤2

a⇠ �
2
(p), where

d⇠ means exactly distributed while
a⇠

stands for asymptotically distributed.
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Proof Since ⌃̂
p�! ⌃ as n ! 1 where n = m + k and the fact that (A⌃A0) is positive

definite, we had shown in Case 1 that A(h̄ � ā)
d⇠ N

�
0, m+k

mk A⌃A0� under H0 then it

follows that in a similar manner A(h̄ � ā)
a⇠ N

⇣
0, m+k

mk A⌃̂A0
⌘

under H0. Consequently

the LRT statistic mk
[m+k]�

0(A⌃̂A0)�1�
a⇠ �

2
(p). ⌅

Remark We note that the world applications, p is usually less than n, that is, p < n. In
such a case, the derived statistic in Equation (13) becomes untenable because the matrix
(A⌃̂A0) is singular. In order to overcome this problem, the usage of the general inverse as
in Ben-Israel and Greville (2003) of the covariance matrix is instead used.

4. Simulation study

In this section, a synthetic data are generated and then analyzed using the proposed LRT
method and the well known Hotelling T

2 statistic. All the simulations and data analysis
were done using the R software (R Core Team, 2020). The data are simulated with the
following di↵erent set-ups.

• The mean vector for the “healthy unstimulated” is obtained by first simulating p uniform
random variables in the range of (0, 0.5) to the vector µu.

• Similarly we generate p uniform random variables in the interval (0.6, 0.75) to create µs

which is the “healthy unstimulated”.
• For the “infected unstimulated”, the values for simulation of ⌫u used to generate uniform

random variables of dimension p is (0, 0.55).
• The ⌫s are obtained by generating a p uniform random variables of the interval

(0.001, 0.2) to obtain the mean vector for the “infected stimulated”.

For each of the category, we assume that all the two paired measurements we generate at
randomly a 2p⇥ 2p positive definite covariance matrix V . The number of subjects for the
healthy group is arbitrarily set at 20 while the infected group is set at 19.
The data are simulated for four di↵erent values of p namely p = {300, 500, 1000} while

the sample sizes were fixed atm = 20 and k = 19. A LRT statistic and the corresponding p-
value are calculated when ⌃ is assumed to be unknown and when it is known. A resampling
distribution is then obtained from which an approximate p-value is then computed. The
results are shown in Table 1 in addition to the plots in Figure 1.
The proposed statistic is applied to the simulated data. The results presented in Table

1 reveal that both the calculated p-value and the one obtained from resampling lead to
the same conclusions regarding the hypothesis testing. In this case, for all the cases, the
di↵erence in the means was statistically significant at 5% level.

Table 1.: Calculated LRT statistic and the p-values for the simulation experiment 1.

p = 300 p = 500 p =1000
⌃ known ⌃ Unknown ⌃ known ⌃ unknown ⌃ known ⌃ unknown

Log LRT 373.61 7.86 617.43 4.3 1202.05 1.56
calculated p-value⇤ 0.00025 1.00 0.002 1.00 0.00 1.00

p-value from resampling 0.001 0.396 0.001 0.166 0.00 0.601
⇤
p-values calculated from the exact �2

(p) distribution.
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Figure 1.: Histograms for the proposed LRT from a the permutation of the statistic for
p =300, 500 and 1000, ⌃ known and unknown.
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In Figure 1, the curves are the chi-squared densities for the corresponding degrees of
freedom p. The plots show that the distributions for the �2 log likelihood test statistic
follow a chi-square distribution and are also positive skewed. However, as the number of
p increases, the distributions look like normal distribution and the skewness is less when
the degree of freedom is higher. The normal looking distribution are still a chi-squared, for
they approach N(p, 2p) distribution as the degree of freedom gets large. The red vertical
lines (when shown) indicates the position of the computed statistic for the un-resampled
data. The plots without the vertical lines are the ones whose computed statistic is far too
small beyond the scale used in plotting.
The simulated data are analyzed using the Hotelling T

2 statistic (Hotelling, 1931) in
order to compare the performance of our proposed method with it. During the compu-
tation, when number of variables p is much greater than the number of samples n, then
the covariance matrix is estimated using the shrinkage approach of Schäfer and Strimmer
(2005). The results are presented in Table 2 . The results indicate that there is a significant
di↵erence in the means at 5% significance level. The permutations for Hotelling T

2 statistic
is done and the di↵erent values plotted on an histogram shown in Figure 2 which reveals
that the statistic is chi-square distributed for all the di↵erent values of p. The results are
consistent with the one obtained by the proposed algorithm.

Table 2.: Hotelling T
2 values for the simulated data.

p=300 p=500 p=1000
Hotelling T

2 value �9.28 �15.76 �32.52
p-value from resampling 0.001 0.00 0.00
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Figure 2.: Histograms of the distribution of the permuted test statistics for Hotelling T
2

when p =300, 500 and 1000, ⌃ unknown.
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5. Conclusions

In this research, we have considered two main groups (say, healthy and infected speci-
mens) with paired measurements that are correlated. We aim to provide a proper statis-
tical framework for testing the di↵erence in the di↵erence in the means for the healthy
and infected subjects. We have shown that this is not a trivial problem and so derived a
likelihood ratio test for these di↵erences. The derived test do follow a chi-square distribu-
tion with p degrees of freedom when the variance-covariance matrix is known. We have
assumed that the observed measurements follow a multivariate normal distribution with a
known variance-covariance matrix which can be deduced from the prior network that has
been chosen. Finally, a likelihood ratio test statistic has been derived when the variance-
covariance matrix is unknown. A simulation study has been done and demonstrated that
the developed tests can be useful when applied to other cases which have similar problem
set-ups. The study demonstrated that the proposed test statistic give the same conclusions
for the hypotheses tested as those of the Hotelling T

2 test. However, the proposed test is
intuitively more appealing since it takes care of the correlations between the pairs in the
experiments. This research contributes a theoretical analysis of paired correlated samples
motivated by a practical problem for which no formal statistical method is in use.
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Ciencias y Tecnoloǵıa (CONACyT) project number 252996 through Dr. Graciela González
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