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Jesús López-Fidalgo Universidad de Navarra, Spain
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Abstract

In this study, we consider the design and performance of control charts using the neo-
teric ranked set sampling (NRSS) in monitoring industrial processes. NRSS is a recently
proposed sampling design, based on the traditional ranked set sampling (RSS). NRSS
di↵ers from RSS by constituting, originally, a single set of k2 sample units, instead of k
sets of size k, where k is the final sample size. We evaluate NRSS control charts by av-
erage, median and standard deviation of run lengths, based on Monte Carlo simulation
results. NRSS control charts perform the best, compared to RSS and some of its exten-
sions, in most simulated scenarios. The impact of imperfect ranking and non normality
are also evaluated. An application to concrete strength data serves as an illustration of
the proposed method.

Keywords: Generalized normal distribution · Imperfect ranking · Perfect ranking
· Run length · Skew-normal distribution

Mathematics Subject Classification: Primary 62D05 · Secondary 62P30

1. Introduction

Nowadays, technological resources are widely available for the real-time monitoring of
many industrial processes. Even so, it must be recognized that sampling still plays a
fundamental role in statistical quality control. Factors such as high costs, time of inspection
and destructive tests may limit the evaluation of a large number of items. In this context,
e�cient sampling designs, providing more accurate results with smaller sample sizes, are
highly useful. Ranked set sampling (RSS) and its extensions have been shown as e�cient
alternatives to more conventional methodologies (such as simple random sampling - SRS),
when ranking sample units, according to their possible values, is substantially cheaper or
easier than e↵ectively measuring them. In the area of statistical quality control, RSS and
its extensions can be applied, for example, to develop statistical quality control charts.
Originally proposed in 1924 by Walter A. Shewhart, statistical quality control charts (or
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simply control charts) constitute a relevant tool for visualizing industrial processes and
identifying assignable causes of variation (Shewhart, 1924; Montgomery, 2009). A process
is said to be under statistical control when no special or assignable causes are present.
Several alternatives to the original control charts were proposed, providing greater speed
in detecting out-of-control situations. These alternatives include: the use of additional or
alternative decision rules (Koutras et al., 2007); adaptive sampling schemes (Costa and
De Magalhaes, 2007; Santore et al., 2019); nonparametric control charts (Qiu, 2018) or
even the use of alternative sampling designs to the usual SRS. In this study, we consider
a variety of RSS-based designs for constructing control charts.
Proposed by McIntyre (1952), the RSS is an e↵ective sampling design when the variable

of interest is expensive or di�cult to measure, but it is possible ranking sample units e�-
ciently according to some accessible and cheap criterion (Chen et al., 2003). The ranking
process can be performed based, for example, on an expert’s judgment or using some con-
comitant variable. In the first case (personal judgment), the sample units may be ordered
based on visual inspection by using photos or videos, among others. In the other case, the
sample units are ordered according their possible values for the variable of interest, but
based only on values assessed for some correlated and accessible concomitant variable. In
both cases, if the ranking criterion is not susceptible to errors, we have the perfect ranking
scenario. Errors in the ranking process, however, frequently happen. In this situation, we
say that the ranking process is imperfect.
RSS becomes more e�cient than SRS as long as a more accurate and accessible ordering

criterion is available. Several studies have shown the superiority of RSS over SRS for
estimation of di↵erent population parameters (see Chen, 2007; Al-Omari and Bouza, 2014;
Consulin et al., 2018). Additionally, a large number of sampling designs derived from the
original RSS were proposed, such as median ranked set sampling (MRSS) by Muttlak
(1997), extreme ranked set sampling (ERSS) by Samawi et al. (1996), and double ranked
set sampling (DRSS) by Al-Saleh and AlKadiri (2000), among others.
RSS and its related sampling designs have been studied in the context of statistical

quality control. Muttlak and Al-Sabah (2003) considered RSS and two of its modifications,
ERSS and MRSS, in the design of Shewhart control charts. The authors have shown,
based on an extensive simulation study, that RSS-based control charts dominate their SRS
counterpart, requiring, on average, fewer samples to detect a change in the process mean.
Additionally, MRSS have showed the best performance among the three sampling designs
based on ranked sets. Improved control charts for DRSS schemes were also considered
in the design of quality control charts. This class of sampling designs is characterized by
the initial selection and ranking of k3 (instead of k2) sample units to draw a sample of
size k after two ranking cycles. DRSS control charts outperform those based on a single
ordering cycle. Recently, Mahdizadeh and Zamanzade (2019) presented a an economic
variation of double RSS which reduces the number of training sample units to almost half.
Furthermore, memory-based control charts using RSS, as cumulative sum or exponentially
weighted moving average chart, were developed and discussed in Abid et al. (2017) and
Haq et al. (2015), among others. Al-Omari and Bouza (2014) present a bibliographic review
of RSS and control charts based on their related designs.
Zamanzade and Al-Omari (2016) recently proposed neoteric ranked set sampling

(NRSS), another sampling design originated from RSS. Technically, its fundamental dif-
ference to RSS is the constitution and ordering of a single set of k2 sample units, instead
of k sets of size k like in RSS, MRSS and ERSS. After the ordering process, k units are
chosen to compose the final sample, selected according to their specific ranks. The e↵ect
of creating a large initial set is the reduction of sample units variance, once the dispersion
of order statistics decreases as the sample size increases. This reduction overcomes the
covariances induced by sample units selected from the same ranked set. In this way, it was
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found, for di↵erent sample sizes, correlation levels between the variable of interest and an
auxiliary variable and probability distributions that NRSS overcomes RSS and SRS for
estimating population mean and variance. As additional studies regarding NRSS and its
higher e�ciency over RSS and other RSS-based designs we recommend Koyuncu (2018)
and Taconeli and Cabral (2019).
NRSS was firstly considered for control charts by Koyuncu and Karagöz (2018) to mon-

itor the mean of bivariate asymmetric distributions. The authors studied the type I error
using di↵erent RSS designs under perfect ranking (that is, when there are no errors in
the ranking process). They considered the Type I Marshall-Olkin bivariate Weibull and
bivariate lognormal distributions. They verified that the NRSS and RSS designs have type
I error closest to 0.0027, an usual type I error adopted for Shewhart control charts. More-
over, Nawaz and Han (2019) have compared NRSS, RSS, MRSS, and ERSS in the design of
homogeneously weighted moving average control charts, registering that NRSS turns out
to present the best performance among the considered RSS-based schemes in monitoring
the process mean under bivariate normal distribution.
In this paper, we analyze the power of Shewhart-type control charts for monitoring the

process mean based on NRSS. The remainder of this article is organized as follows. In
Section 2, we briefly describe the RSS-based designs. The Shewhart-type control chart
based on NRSS is presented in Section 3. Section 4 covers a simulation study conducted
to evaluate the performance of NRSS control charts. A case study is in Section 5, while
our concluding remarks are provided in Section 6.

2. Neoteric ranked set sampling and other sampling designs based on
ranked sets

In this section, we briefly describe the sampling designs considered in this study. Initially,
the original RSS design can be described as presented in Algorithm 1.

Algorithm 1 RSS scheme

1: Selection of k2 units of the population using SRS, allocating them, randomly, in k sets
of size k;

2: Ranking the sample units in each set according to the possible values of the variable
of interest, using the pre-established ordering criterion;

3: Selection, for the final sample, of the ith judged unit in the ith set, for i = 1, . . . , k.
4: Steps 1 to 3 can be replicated n times (n cycles) producing a sample of size nk.

We denote the RSS sample by Y[i]j , for i = 1, . . . , k; j = 1, l . . . , n, where Y[i]j represents
the observation ranked in the ith position in the jth cycle. In this case, the sample units are
independent, but not identically distributed random variables, as a result of the ordering
process. Furthermore, in the perfect ranking scenario Y[i]· becomes to the ith order statistic
from a SRS of size n, which is usually denoted by Y(i)·. In this work, however, we only use
Y[i]· for both perfect and imperfect ranking scenarios. When the results are specific to just
one of the ranking scenarios, it will be emphasized in the text.
The usual estimator of the population mean using RSS is given by

ȲRSS =
1

nk

nX

j=1

kX

i=1

Y[i]j ,
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with variance

Var(ȲRSS) =
�2

nk
� 1

nk2

nX

j=1

kX

i=1

(µ[i] � µ)2,

where µ and �2 are the population mean and variance and µ[i] = E[Y[i]j ].
The MRSS scheme is detailed in Algorithm 2.

Algorithm 2 MRSS scheme

1: Selection of k2 units of the population using SRS, allocating them, randomly, into k
sets of size k;

2: Ranking the sample units in each set according to the possible values of the variable
of interest, using the pre-established ordering criterion;

3: For odd k, selection, for the final sample, of the (k + 1)/2th judged unit in the each
set. For even k, we must select the units judged in position k/2 in half of the sets and
those judged in position (k + 2)/2 in the remaining sets;

4: Steps 1 to 3 can be replicated n times (n cycles) producing a sample of size nk.

Next, we present the steps to drawn an ERSS sample in Algorithm 3.

Algorithm 3 ERSS scheme

1: Selection of k2 units of the population using SRS, allocating them, randomly, into k
sets of size k;

2: Ranking the sample units in each set according to the possible values of the variable
of interest, using the pre-established ordering criterion;

3: For even k, selection, we must select, for the final sample, the units judged as the
minimum in half of the sets and those judged as the maximum in the others. However,
if k is odd we must select the units judged as the minimum in (k � 1)/2 sets; those
judged as the maximum in other (k � 1)/2 sets, and the unit judges as the median
(position (k + 1)/2) in the final set;

4: Steps 1 to 3 can be replicated n times (n cycles) producing a sample of size nk.

Additionally, Zamanzade and Mahdizadeh (2019) proposed the RSS with extreme ranks,
which is a more general sampling design including ERSS as a special case. Finally, NRSS
scheme (Zamanzade and Al-Omari, 2016) consists of the steps described in Algorithm 4.

Algorithm 4 NRSS scheme

1: Selection of k2 units of the population using SRS;
2: Ranking the k2 sample units based on the pre-established ordering criterion;
3: Selection of the [(i� 1)k + l]-th sample unit for the final sample, for i = 1, . . . , k. If k

is odd, then l = (k + 1)/2; if k is even, then l = (k + 2)/2 when i is odd and l = k/2
when i is even;

4: Again, steps 1-3 can be repeated n times, setting up n cycles and producing a final
sample of size nk.

As previously stated, in NRSS the k2 original sample units must compose (and must be
ordered in) a single set, which induces dependence between the observations (di↵erently
from the RSS design). The variances of these variables, however, are reduced due to the
greater set size, which justifies its higher e�ciency. For the sake of illustration, to select a
NRSS sample of size k = 3, we must select the sample units ranked in positions 2, 5 and
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8 from a original ordered sample of size k2 = 9; for a sample of size k = 4, we must select
those ranked in positions 3, 6, 11 and 14 from a ordered sample of size k2 = 16; and for
a sample of size k = 5, the sample units ranked in positions 3, 8, 13, 18 and 23 must be
selected from a ordered sample of size k2 = 25. These are the sample sizes considered in
this study. It is possible to observe that the positions of the selected sample units are, in
general, regularly spaced.
The NRSS sample is denoted by {Y[(i�1)k+l]j , i = 1, . . . , k, j = 1, . . . , n}, in which

Y[(i�1)k+l]j refers to the unit ranked in position [(i � 1)k + l] (of an initial sample of
size k2), in the jth cycle. Under perfect ranking, particularly, Y[(i�1)k+l]j corresponds to
the ((i� 1)k + l)th order statistics from a SRS sample of size k2.
According to Zamanzade and Al-Omari (2016), the NRSS sample mean is an unbiased

estimator for the population mean for symmetric distributions, which can be written by:

ȲNRSS =
1

nk

nX

j=1

kX

i=1

Y[(i�1)k+l]j , (1)

and its variance is given by:

Var(ȲNRSS) =
1

nk2

kX

i=1

Var(Y[(i�1)k+l]) +
2

nk2

kX

1i<i0k

Cov(Y[(i�1)k+l], Y[(i0�1)k+l]). (2)

3. Statistical quality control charts using NRSS

In this section, the Shewhart-type control chart based on NRSS is presented. Control
charts for the process mean based on simple random samples of size k are defined by a
central line (CL) and a pair of control limits (LCL and UCL) given by

LCL = µ0 �A
q

Var(ȲSRS) = µ0 �A
�0p
k
,

CL = µ0,

UCL = µ0 +A
q

Var(ȲSRS) = µ0 +A
�0p
k
,

where µ0 and �0 are the in-control process mean and standard deviation, ȲSRS the mean
of a simple random sample of k units and A the amplitude parameter of the control chart.
An observed sample mean beyond the control limits is an indicator of an out-of-control
process. It is usual to consider A = 3, which, under normal distribution, is associated to
a probability of a false alarm (a point outside the control limits for an in-control process)
of approximately 0.0027.
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We consider control charts for the process mean using NRSS, based on the structure

LCL = µ0 �A
q

Var(ȲNRSS),

CL = µ0,

UCL = µ0 +A
q

Var(ȲNRSS),

(3)

where ȲNRSS and Var(ȲNRSS) are defined in (1) and (2), respectively.
Our proposal constitutes an extension of the conventional SRS control charts, in such a

way that the samples are periodically selected using NRSS and the control limits are based
on (3). Alternatively, extensions of control charts were previously proposed for some other
designs based on RSS. The performance of these control charts are used here as reference
to NRSS control charts results.
In our study, to set the values for NRSS control limits, as described in (3), it was firstly

necessary to get the values for Var(ȲNRSS), for a process under statistical control, for each
simulated scenario. Under perfect ranking, Y[(i�1)k+l] is equivalent to the (i� 1)k+ l order
statistic from a SRS sample of size k2, for i = 1, . . . , k. Thus, in this case we calculated
Var(ȲNRSS) as presented in (2), by using the properties of order statistics from the normal
distribution, presented, for example, in Balakrishnan and Rao (1998).
Under imperfect ranking, due to the ranking errors, the sampling units no longer match

to order statistics. In this case, we obtained the values for Var(ȲNRSS) by means of a
preliminary simulation study. So we simulated B = 106 NRSS samples from a bivariate
normal distribution for di↵erent combinations of k and ⇢ (the correlation between the
variable of interest and an auxiliary variable). Bivariate normal distribution is very usual
in several industrial applications (Montgomery, 2009). Also, it is largely considered to
evaluate the performance of control charts for RSS-based designs. Then, Var(Y[(i�1)k+l])
and Cov(Y[(i�1)k+l], Y[(i0�1)k+l]) are estimated, respectively, by

Var(Y[(i�1)k+l]) =

PB
h=1

�
Y[(i�1)k+l],h � Ȳ[(i�1)k+l]

�2

B � 1
, i = 1, . . . , k, (4)

where

Ȳ[(i�1)k+l] =

PB
h=1 Y[(i�1)k+l],h

B
,

and

Cov(Y[(i�1)k+l], Y[(i0�1)k+l]) =
1

B � 1

BX

h=1

�
Y[(i�1)k+l],h � Ȳ[(i�1)k+l]

�

⇥
�
Y[(i0�1)k+l],h � Ȳ[(i0�1)k+l]

�
, (5)

for 1  i < i0  k. Then, we replace (4) and (5) in (2) to obtain the variances, and we
used them to set the NRSS control limits under imperfect ranking.
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In practice, the true process parameters are rarely (if ever) known. When they are
unknown, it is usual to perform the statistical process control in two distinct stages: phase
I and phase II (Chakraborti et al., 2008). Phase I consists in selecting a number of samples
when the process operates in-control. Their sample units should then be used for estimating
the process parameters and calculating the control limits. It is usually recommended the
selection of 20-25 samples in phase I, aiming to accurately define the control limits; see
Montgomery (2009). Once the control limits were calculated, in phase II the obtained
control chart must be used to monitor the process, based on new samples selected over
time.
When the process parameters are unknown, we propose the estimation of µ0 and

Var(ȲNRSS) based on the results of m independent samples of size k selected from the
process in the absence of assignable causes of variation (in-control process), according to

¯̄YNRSS =
1

m

mX

p=1

ȲNRSSp

and

dVar
�
ȲNRSS

�
=

1

k2

kX

i=1

dVar
�
Y[(i�1)k+l]

�
+

2

k2

X

i<i0

dCov
�
Y[(i�1)k+l], Y[(i0�1)k+l]

�
, (6)

where

dVar
�
Y[(i�1)k+l]

�
=

1

m� 1

mX

p=1

�
Y[(i�1)k+l]p � Ȳ[(i�1)k+l]

�2
,

where Ȳ[(i�1)k+l] = (
Pm

p=1 Y[(i�1)k+l]p)/m and

dCov(Y[(i�1)k+l], Y[(i0�1)k+l]) =
1

m� 1

mX

p=1

[(Y[(i�1)k+l]p � Ȳ[(i�1)k+l])

⇥(Y[(i0�1)k+l]p � Ȳ[(i0�1)k+l])], 1  i < i0  k.

Thus, in practice the NRSS control charts for the process mean with estimated control
limits are defined by substituting, in (3), µ0 by ¯̄YNRSS and Var(ȲNRSS) by dVar

�
ȲNRSS

�

LCL = ¯̄YNRSS �A
q

dVar
�
ȲNRSS

�
,

CL = ¯̄YNRSS,

UCL = ¯̄YNRSS +A
q

dVar
�
ȲNRSS

�
.

In order to investigate the bias of (6) in estimating (2), an additional simulation study was
carried out, considering k = 3, 4, 5. For each value of k, we simulated 5⇥ 104 replications
of m samples, using NRSS, from a normal standard distribution. For m, values between
5 and 25 were set. At each step, the m simulated samples were considered to estimate
Var(ȲNRSS). We found that the bias of this estimator is negligible (a relative bias lower
than 0.001 was verified for all sample sizes for m � 20).
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4. Monte Carlo evaluation of NRSS-based control charts

In this section we present the run length properties for NRSS-based control charts, and
for other RSS-based designs, obtained through a Monte Carlo simulation study. First, we
evaluate their performance when the process follows the normal distribution. Thereafter,
we analyze how NRSS-based control charts, and its competitors, were a↵ected by di↵erent
departures from normal distribution, considering models with di↵erent levels of skewness
and kurtosis. For this purpose, we developed computational routines using R language. All
simulations were performed using R software (R Core Team, 2019). The packages MASS
(Venables and Ripley, 2002), sn (Azzalini, 2019), and normalp (Mineo, 2018) were used
to generate samples from normal and non-normal distributions.
To evaluate the performance of NRSS control charts under normal distribution, we

simulated samples from a bivariate normal distribution, according to

✓
X

Y

◆
⇠ N

✓✓
0

µY

◆
,

✓
1 ⇢
⇢ 1

◆◆
.

where Y corresponds to the variable of interest and X was the concomitant variable. We
assume µY = µ0 = 0 as the in-control process mean. The e�ciency in ranking the sample
units into each set was specified thorough ⇢, such that higher levels of imperfect ranking
was introduced by decreasing ⇢. For the out-of-control scenarios, we consider

µY = µ0 +
��0p
k
,

such that � determines the shift in the process mean:

� = |µY � µ0|
p
k

�0
, (7)

and � = 0 implies to an in-control process.
As parameters settings for the simulation study we had k = 3, 4 and 5; � =

0, 0.1, 0.2, 0.3, 0.4, 0.8, 1.2, 1.6, 2, 2.4 and 3.2 and ⇢ = 0, 0.25, 0.50, 0.75, 0.9 and 1. To eval-
uate the performance of control charts we consider the average run length (ARL), defined
as the average number of points in a control chart until one exceeds the control limits.
Particularly, if we have an in-control process, ARL0 is the reciprocal of the false alarm
error rate; for an out-of-control process, ARL1 is inversely proportional to the detection
probability, representing the average number of samples until the out-of-control state is
detected. For each combination of k, and � we simulated 106 independent NRSS samples
under perfect ranking and 107 under imperfect ranking, for each considered correlation
level (⇢ value). At this stage, we have to increase the number of simulations, due to some
numerical instability in estimating the run length properties. Based on results provided
by a previous convergence study (results were not showed), we noticed some additional
instability when considering imperfect ranking. This study pointed out that the adopted
simulation sizes were satisfactory to achieve satisfactory convergence. The ARL values
were calculated as the inverse of the proportion of points (sample means) beyond the con-
trol limits. In addition, the simulation results were also summarized by means of standard
deviation of the run length (SDRL) and median run length (MRL), since the run length
distribution is quite skewed.
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The parameters for the simulation study were chosen in such a way to allow the com-
parison of the ARL values with those presented in other publications, referring to control
charts for other sampling designs based on RSS. Moreover, it becomes evident that the
considered scenarios (198 in total) comprises a great variety of processes. The sample size
was limited to k = 5 given the context for application of sampling designs based on RSS
(restrictions related to draw big samples, initial selection and ranking of k2 - or even k3

or more - sample units, among others). Moreover, the amplitude parameter (A) for the
control limits were set, under perfect ranking, so that ARL0 = 370.51. This is the ARL0

corresponding to SRS control charts when we set A = 3. In this way, we could fairly com-
pare the ARL1 values for NRSS control charts with those provided by the other sampling
designs. The DRSS designs control charts, particularly, produce low values for ARL0 and,
consequently, high false alarms rates when A = 3.
Table 1 presents the simulated run length results for RSS-based control charts. Besides

NRSS, results obtained by SRS, RSS, ERSS and MRSS are also presented. In this first
part of the analysis, we consider perfect ranking (⇢ = 1), allowing to assess the maximum
power provided by each design. Some conclusions drawn from Table 1 are the following:

• The e�ciency of NRSS control charts for detecting shifts in process mean increases, as
expected, for higher values of � and k. As an illustration, for k = 3 and � = 0.40 we
have ARL = 120.60 compared to ARL = 6.41 for � = 1.20, while for k = 5 and � = 0.40
we have ARL = 102.60 for k = 3 against ARL = 60.14 for k = 5;

• The NRSS control charts perform better than SRS control charts in all simulated scenar-
ios. For example, for k = 3 and � = 0.80 we have ARL = 21.25 for NRSS control charts
compared to ARL = 71.55 for SRS, while for k = 5 and � = 1.60 we have ARL = 1.46
for NRSS against ARL = 12.38 for SRS;

• The NRSS control charts dominates RSS and ERSS designs in all the simulated scenar-
ios. For example, when compared to RSS, for k = 3 and � = 0.80 we have ARL = 21.25
for NRSS control charts against ARL = 35.43 for RSS, while for k = 5 and � = 1.60 we
have ARL = 1.46 for NRSS against ARL = 2.83 for RSS;

• The NRSS control charts overcome the MRSS competitor in all simulated scenarios.
This is remarkable, once MRSS is well known by its higher e�ciency in estimating the
mean, compared to RSS, for symmetric distributions. Additionally, MRSS performs best
under both single and DRSS strategies for control charts for the process mean (Mehmood
et al., 2013). When k = 3 and � = 0.80 it was verified ARL = 21.25 for NRSS control
charts compared to ARL = 29.52 for MRSS, while when k = 5 and � = 1.60 we have
ARL = 1.46 for NRSS against ARL = 2.04 for MRSS.

In order to summarize the performance of the di↵erent control charts designs, Figure 1
presents the geometric means of the ratios of ARL values for SRS control charts relative
to the ones obtained by each of the other sampling designs, for each sample size. The ARL
values for SRS control charts were, on average, 2.39 times larger than the corresponding
NRSS when k = 3; 3 times for k = 4 and 3.59 times for k = 5. The best performance of
NRSS control charts over the RSS, ERSS and MRSS counterparts becomes evident. For
MRSS, for example, we have, on average, ARL 1.22 times higher than NRSS for k = 3;
1.25 times for k = 4 and 1.28 times for k = 5.
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Figure 1. Average relative e�ciency from control charts of designs based on RSS compared to SRS under perfect
ranking. ARL from RSS, MRSS and ERSS were taken from Al-Omari and Haq (2012).

Table 2 presents the simulation results under imperfect ranking by setting A = 3 (3-
sigma limits). This is a traditional choice for Shewhart control charts. The ARL values for
⇢ = 0 are identical to the corresponding ones from SRS, once NRSS and SRS are equivalent
if the ordering is done completely at random. Based on these results, it is possible to assess
the impact of ranking errors in the performance of control charts. Some conclusions from
Table 2 are highlighted next:

• Control charts for all RSS based designs lose performance when the correlation between
the variables decreases. For example, for NRSS control charts, k = 3 and � = 0.8,
ARL = 21.34 when ⇢ = 1, ARL = 31.23 when ⇢ = 0.90; 44.02 when rho ⇢ = 0.75 and
59.55 when ⇢ = 0.50;

• The ARL values for NRSS control charts are smaller compared to the ones provided by
SRS in almost all simulated scenarios with � 6= 0. NRSS only loses in a few scenarios
described by low shifts in process mean and low values for ⇢;

• The ARL0 values from NRSS control charts are around 370.4, as intended. The individual
ARL0 values range from 365.62 when k = 3 and ⇢ = 0.75, to 372.04, when k = 5 and ⇢ =
1.

Figure 2 shows the geometric means of the ratios of ARL values for SRS control charts
relative to the ones obtained by each of the RSS based designs. These results are presented
for each sample size and considering the di↵erent correlation levels between the auxiliary
and the variable of interest. We can notice that NRSS control charts are, in general, more
e�cient than all other considered sampling designs. Moreover, the superiority of NRSS
control charts becomes higher when the correlation between the variables increases. For
⇢ = 0.9 and ⇢ = 1, we have, on average, higher e�ciency for the NRSS control charts
with k = 4 than for the other sampling designs taking k = 5, which can reflect in resource
savings and lower operational e↵ort.
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Figure 2. Average relative e�ciency from control charts of designs based on RSS compared to SRS under imperfect
ranking. ARL from RSS, MRSS and ERSS were taken from Al-Omari and Haq (2012). For k = 3 RSS and ERSS
provides the same sampling design.

In order to evaluate the e↵ect of non normality on the performance of NRSS control
charts, a new simulation study was conducted. Two probability distributions are consid-
ered at this point: the skew normal and the generalized normal distributions (Azzalini,
1985; Nadarajah, 2005). Through these models, we were able to evaluate the impact of
di↵erent levels of skewness and kurtosis on the run length results. The skew normal and
the generalized normal models are briefly described in the following paragraphs.
The probability density function of a random variable with skew normal distribution is

given by

f(y; ✏,!,↵) =
2

!
�

✓
y � ✏

!

◆
�

✓
↵

✓
y � ✏

!

◆◆
,

where y 2 (�1,1) and ✏ 2 (�1,1), ! > 0 and ↵ 2 (�1,1) are location, scale and
shape parameters, respectively. Additionally, � and � represent the probability density
function and the cumulative distribution function of the standard normal distribution.
The skew normal distribution becomes more asymmetric as |↵| increases. When ↵ > 0,
the distribution is right skewed; left skewed if ↵ < 0 and for ↵ = 0 we have the normal
distribution.
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A random variable has generalized normal distribution if its probability density function
is given by

f(y;µ,�,↵) =
1

2 ↵1/↵ �(1 + 1/↵) �
e�

|y�µ|↵

↵�↵ ,

where y 2 (�1,1) and µ 2 (�1,1), � > 0 and ↵ > 0 are location, scale and shape
parameters, respectively. The generalized normal distribution is symmetric around µ and
becomes the normal distribution when ↵ = 2. In addition, for ↵ < 2 it produces leptokurtic
(fatter tails) distributions, and platykutics (thinner tails) distributions when ↵ > 2. As
particular cases of the generalized normal distribution we have, for example, the Laplace
(↵ = 1) and uniform (↵ ! 1) distributions.
We consider four di↵erent parameter combinations for each one of the two distributions.

For the skew normal model, an increasing sequence of values for ↵ was defined (↵ =
1, 2, 3 and 5), providing distributions with di↵erent levels of skewness. Additionally, we
set ! = 1 and, for ✏, we have assigned appropriate values such that the process mean was
equal to zero. For the generalized normal model, four di↵erent values for ↵ were selected,
producing two distributions with heavy tails (for ↵ = 1 and 1.5) and two with light tails
(for ↵ = 3 and 4). Furthermore, for the other model parameters we set µ = 0 and � = 1.
In all cases, the process mean was set at zero since the objective here is to evaluate the
robustness of the control charts in maintaining the average (and median) run length for an
in-control process (ARL0 = 370.4). Also, for the sake of brevity we are only considering,
at this point, the perfect ranking scenario.
For each one of the eight distributions obtained by combining the two distributions and

four specific parameter settings, we have simulated 107 samples of sizes k = 3, 4, and 5.
Five di↵erent sampling designs are considered: NRSS, RSS, MRSS, ERSS and SRS. 3-
sigma control limits were properly calculated as described in (3), for the NRSS control
charts, and based on the expressions presented in Muttlak and Al-Sabah (2003), for the
others. Based on the simulated results, we calculated the corresponding values for ARL,
MRL and SDRL, as we can verify in Table 3.
Note in Table 3 that, although all considered sample designs have their respective ARL0s

a↵ected by the distribution skewness, NRSS and MRSS provided, in general, the closest
values to the nominal ARL0 = 370.4 for the skew normal distribution. This indicates
that these sampling designs are more conservative than their competitors. Table 3 points
higher influence in ARL and MRL for the generalized normal if compared with the skew
normal distribution in the considered simulated scenarios. This is particularly evident for
� = 1 (Laplace distribution). However, we can also see that the NRSS control charts still
dominates all its competitors, producing, in general, ARL0 values closer to 370.4. Our
results are in agreement with those found by Koyuncu and Karagöz (2018), who verified
that NRSS control charts present lower type I error when applied to two asymmetric
distributions: Type I Marshall-Olkin bivariate Weibull and bivariate lognormal.
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5. An application to real data

In order to illustrate the application of the NRSS control charts, we used a data set with
1030 observations about the concrete strength to compression (MPa) and the amount of
cement (kg) used in the production of concrete blocks (Yeh, 1998). This data set is available
in the R package AppliedPredictiveModeling (Kuhn and Johnson, 2018). Although this
data was not recorded as a case of a quality control process, it serves us, under some
assumptions, as a reference population, from which samples were drawn and control charts
were constructed. We assumed the concrete strength as the variable of interest and the
amount of cement as an auxiliary variable, such that the sample units may be ordered with
errors, producing an imperfect ranking scenario. Also, we consider an additional scenario
based on perfect ranking. In this case, the sample units were ordered directly from the
concrete strength values, and the ranking process did not present any error. Moreover, we
assumed the concrete blocks strength distribution in this sample as the natural variability
of an industrial process. A square root transformation of the concrete strength was used
in order to obtain a better approximation to normal distribution.
In this application, we consider three sampling designs: SRS, RSS and NRSS; two sample

sizes: k = 3 and k = 5, and processes in two di↵erent scenarios: in-control (� = 0) and
out-of-control, considering � = 1.2, as described in (7). Under each sampling design and for
each sample size, we selected, with replacement, 25 samples from the original data. These
samples are considered for estimating the control limits with A = 3, which corresponds
to a probability of a type I error of ↵ = 0.0027 (phase 1). Afterwards, 75 new samples
were selected for monitoring the process mean (phase 2). For � = 0, these 75 samples were
selected with replacement from the original data; for � = 1.2, we added to the transformed
strength values a normal random variable with mean 1.2�0/

p
k and standard deviation

equals to 0.17 (corresponding to 11.74% of the standard deviation of the transformed
concrete strength). This standard deviation value is small enough to characterize the lack
of control, predominantly, due to the shift in the process mean, instead of its dispersion
(variance).
Figure 3 presents (on the left) the histogram for the distribution of concrete strength,

with the estimated normal distribution and kernel density curves. The dispersion plot, on
the right, indicates moderate positive linear relationship between the variables. The linear
correlation coe�cient is ⇢ = 0.49, which points to a moderately favourable scenario for
RSS based designs.
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Figure 3. Histogram and scatter plot for concrete strength.
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Following, Figures 4 and 5 present the SRS, RSS and NRSS control charts for the process
mean considering k = 3. The RSS and NRSS control charts were obtained under perfect
and imperfect ranking, as previously described. In Figure 4 we have the charts when � = 0
(in-control process). In all cases, it is possible to notice points randomly distributed around
the central line, without any point outside the control limits. This behaviour characterizes
an in-control process, as expected. In addition, Figure 5 presents the control charts for
� = 1.2 (out-of-control process). It is possible to observe that the NRSS control chart
showed the highest number of points exceeding the control limits (11 points under perfect
ranking and 7 under imperfect ranking), followed by RSS (with 9 and 5 points exceeding
the control limits, respectively) and SRS control charts (only 2 points outside the limits).
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Figure 4. Control charts for concrete strength considering k = 3 and an in-control process (� = 0). Perfect ranking
is denoted as PR, and imperfect ranking as IR.
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Figure 5. Control charts for concrete strength considering k = 3 and an out-of-control process (� = 1.2). Perfect
ranking is denoted as PR, and imperfect ranking as IR.

Figures 6 and 7 present the control charts for k = 5, under the same three sampling
designs (and five scenarios, when considering perfect and imperfect ranking), simulated,
respectively, with � = 0 and � = 1.2. It is possible to notice again that NRSS control
charts present satisfactory performance, showing randomness and without any point out-
side the control limits for an in-control process, and also presenting a large number of
points exceeding the control limits in the out-of-control scenario (28 under perfect and 9
under imperfect ranking) than RSS (14 and 6 points, respectively) and SRS (with only 3
points outside the limits).
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Figure 6. Control charts for concrete strength considering k = 5 and an in-control process (� = 0). Perfect ranking
is denoted as PR, and imperfect ranking as IR.

6. Concluding remarks

In this paper, we considered control charts for the mean of a normal distributed pro-
cess based on NRSS design. These charts were compared to their SRS and RSS based
counterparts by means of a simulation study. Under perfect ranking, NRSS control charts
overcome all their competitors, providing smaller ARL values for out-of-control process
in all simulated scenarios. In addition, the NRSS control charts showed to be competitive
when compared to those based on DRSS designs. However, such sampling designs require
the initial selection of k3 sample units for, after two ordering cycles, selecting a final sample
of k units. For example, the ARL for NRSS control charts were smaller in all simulated
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Figure 7. Control charts for concrete strength considering k = 5 and an out-of-control process (� = 1.2). Perfect
ranking is denoted as PR, and imperfect ranking as IR.

scenarios when compared to those provided by extreme double ranked set sampling and
double extreme ranked set sampling, and surpassed by those provided by double quartile
ranked set sampling and quartile double ranked set sampling when k = 5 (Abujiya and
Muttlak, 2004; Al-Omari and Haq, 2012). Moreover, this superiority is also verified against
DRSS control charts for all considered sample sizes. In addition, when considering the dou-
ble median ranked set sampling and median double ranked set sampling control charts,
as can be seen in Abujiya and Muttlak (2004), these designs dominate NRSS, providing
lower ARL values. However, it should be considered that double ranked set designs could
be expensive, and sometimes infeasible, due to a high operational e↵ort.
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Under imperfect ranking, we have shown that the e�ciency of NRSS control charts
becomes smaller as the correlation between the variables decreases. This is a common
fact to other designs based on RSS. Even so, the simulated ARL values for NRSS control
charts are predominantly smaller (for out-of-control processes) than the corresponding
ones reached by SRS. Additionally, it was possible to verify the superiority of the NRSS
control charts with the ones provided by RSS, MRSS and ERSS in most of the simulated
scenarios. Also, NRSS was the most robust method for non-normally distributed processes.
In an illustration with real data regarding concrete strength, the SRS, RSS and NRSS

control charts presented points randomly distributed around the central line, without
any points outside the control limits, when we simulated from a process under statistical
control. However, for the out-of-control scenarios, the NRSS control charts performed
better when compared to the RSS and the usual control charts based on SRS.
Therefore, based on these results, we recommend NRSS control charts for monitoring

the process mean as an e�cient alternative to SRS and to other RSS based designs. Under
the operational point of view, the ranking of k2 samples units in a single set (instead of
ranking k sets of k units, as it occurs in RSS, MRSS and ERSS designs) may, eventually,
become a complicating issue, if the ordering criterion is based, for example, on a visual
judgment. However, this will usually not make great di↵erence if the ordering criterion
is based, for example, on an auxiliary variable. Finally, the impact of ties in the ranking
process should be investigated; see Frey (2012) and Zamanzade and Wang (2018) for some
alternatives to overcome the problem of ties in RSS.
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